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Conclusions

• Distributed data concentrator nodes 
minimizes cable expense

• Star topology simplifies readout protocol
• Custom data concentrator eliminates much 

of underutilized ethernet switching network, 
allows for traffic shaping of readout system 
at lower cost.
– (Value Management at work)


